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A B S T R A C T

Investigating crimes against children, specifically sexual solicitations, are complicated because not all
offenders are contact-driven, meaning they want to meet the minor for sex in the physical world; instead,
some offenders are fantasy-driven, in that they are more interested in cybersex and role-play. In addition,
the sheer volume of cases involving the online sexual solicitation of minors makes it difficult for law
enforcement to determine whether an offender is contact-driven vs. fantasy-driven. However, research
shows that there are language-based differences between minors and contact-driven offenders vs.
fantasy driven-offenders. Thus, we developed the Chat Analysis Triage Tool (CATT), a forensically sound
investigative tool that, based on natural language processing methods, analyzes and compares chats
between minors and contact-driven vs. non-contract driven offenders. Using an SVM classifier, we were
successful in differentiating the classes based on character trigrams. In a matter of seconds, the existing
algorithms provide an identification of an offender’s risk level based on the likelihood of contact
offending as inferred from the model, which assists law enforcement in their ability to triage and
prioritize cases involving the sexual solicitation of minors.

© 2019 Elsevier B.V. All rights reserved.
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According to the National Center for Missing and Exploited
Children [1], online solicitation of minors falls into three
categories: 1) sexual, request to engage in unwanted sexual
activates or sexual talk; 2) aggressive, involved actual and/or
attempted offline contact; and 3) distressing, youths stated they
were afraid after the incident. The National Center for Missing and
Exploited Children [1] examined 5863 CyberTipline reports made
in 2015 regarding the online enticement of minors, which includes
both sexual and aggressive solicitation. For a portion of these tips
(n = 3592), the report examined the offenders’ goals and deter-
mined that the majority (60%) wanted to obtain sexually explicit
images from the minors; 32% of the offenders wanted to meet and
have sexual contact with the minors while 8% were interested in
sexual conversation and/or role-play [1].

In response to the increasing number of children experiencing
crimes via the Internet, a nationwide network of more than 4500
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law enforcement agencies was created in 1998 known as the
Internet Crimes Against Children (ICAC) task force. Since its
conception, the ICAC task force has investigated more than
775,000 complaints of alleged child sexual victimization, and in
2017 alone, they conducted over 66,000 investigations and 86,400
forensic exams resulting in the arrest of more than 10,300
offenders [2]. Investigating crimes against children, specifically
online enticement (i.e., sexual solicitation), are complicated
because internet child sex offenders are not homogenous (see
Refs. [3,4,17]). As previously mentioned, their motivations for
contacting children via the internet vary – some offenders are
contact-driven (i.e., desire to meet for sex in the physical world);
whereas, others are fantasy-driven (i.e., desire cybersex and role-
play only [5]). In addition, previous research on sexual solicitation
has focused on either distinguishing predatory vs non-predatory
chats or a linguistic analysis of the grooming strategies used by
predators as a whole [6–8]. However, law enforcement agencies
are overwhelmed by the sheer volume of cases, and the data within
each case, that needs to be processed. Thus, the overall goal was to
assist law enforcement in their ability to triage and prioritize cases
involving the sexual solicitation of minors by identifying differ-
ences between contact-driven and fantasy-driven offenders [9].

Since the grooming process involves language, Chiu et al. [10]
examined whether there were language-based differences
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between minors and contact-driven vs. fantasy-driven child sex
offenders. Specifically, Chiu et al. [10] hypothesized that contact-
driven offenders were more likely to use self-disclosures as a
grooming tactic compared to fantasy-driven offenders. Self-
disclosures help to build trust in relationships when one person
discloses personal experiences and emotions which thereby
encourages the other individual to reciprocate (see Singer [11]).
In addition, research shows that self-disclosures which involve
negative experiences and emotions are more likely to build trust
and intimacy in relationships (see Ref. [18]).

Using actual chats (between minors and offenders) obtained
from Ventura County Sheriff’s Department and Internet Crimes
Against Children task forces nationwide, Chiu et al. [10] examined
36,029 words in 4353 messages within 107 anonymized online
chat sessions by 21 people, specifically 12 youths and 9 offenders
(5 contact-driven and 4 fantasy-driven), using linguistic inquiry
and word count (LIWC) and statistical discourse analysis. Results
showed that the chats between contact-driven offenders and
minors were more likely to include first person pronouns, negative
emotions, and positive emotions, compared to chats between
minors and fantasy-driven offenders [10]. These results suggested
that contact-driven offenders use self-disclosures as a grooming
tactic. In addition, it was more likely that the self-disclosures from
contact-driven offenders would elicit follow-up self-disclosures
from their targeted youths. Chiu et al. [10] concluded that self-
disclosures distinguished contact-driven from fantasy-driven
offenders, and the self-disclosures occurred early enough that it
was possible to detect the contact offenders before they meet-up
with the minor in the physical world [10].

Based on Chiu et al.’s [10] preliminary findings, the current
research team believed it was possible to develop a forensically
sound investigative tool that, based on natural language processing
(NLP) methods, analyzed and compared chats between minors and
contact-driven vs. fantasy-driven offenders [12,13]. We extended
the Chiu et al. study by using machine learning approaches on
n-gram based features that captured misspellings and non-
standard vocabulary, as well as use of self-disclosures. This tool
is referred to as the Chat Analysis Triage Tool (CATT).

CATT uses a text classification model that was trained to predict
whether a child sex offender was contact-driven or fantasy-driven.
The model was trained on a dataset from Perverted Justice, a web-
site containing archives of chat logs between child sex offenders
and adults, who are volunteers pretending to be minors or
“decoys” that carryout sting operations. 271 chat logs were
manually labeled by subject matter experts to be either chats
where the offender showed-up to meet the decoy in the physical
world (i.e., “show”), or the offender never showed-up for a physical
meeting (i.e., “no-show”). The offenders in each of the 271 chats
were unique. Decoys were contacted by potential offenders after
posing as minors in regional public chat rooms. When contact was
made, the conversation would move to a one-on-one platform,
which varied from text messaging to instant message services.
Once a conversation was terminated or the offender was pro-
secuted, the full transcript of the conversation between the
offender and the decoy was posted to the Perverted Justice
website; summaries of the conversation, the case, and inline chat
comments were also included. Both the entire chat available on
Perverted Justice and the decoy’s summary of the chat were used to
determine the label of the chat.

"Show” chats included those in which the decoy explicitly
stated the offender showed up to the sting location to meet the
decoy. Additionally, chats were labeled as “show” if there was
evidence in the chat showing the offender had left the chat to meet
the decoy. Chats were labeled as “no-show” for the following cases:
the decoy stated the offender never showed, the decoy indicated
that the conversation was terminated early by either the decoy or
the offender, or there was no evidence in the chat which showed
that the offender had left to meet the decoy. An annotation schema
was created and confirmed by two researchers (both are co-
authors of the paper). One annotator labeled all 271 chats based on
the above criteria; the second annotator verified that the labels
were correct. There was no disagreement with the original
labeling.

The chats were then processed into a document feature matrix
where each chat was a document and the term-frequency inverse-
document-frequency of each character trigram within the corpus
were the features. The character trigrams were found to be
optimally suited for classification as the offenders deliberately
misspelled words, combined words, or used non-standard but
relatively consistent vocabulary.

Next, a support vector machine [14] algorithm (SVM) with a
radial kernel was trained on this document feature matrix to
estimate the likelihood of a chat resulting in a “show” vs a “no
show” (the positive class being a no show). To prevent overfitting
due to a small dataset, we used a nested 10-fold cross validation
method where the document feature matrix was split into training
and testing sets randomly with a 90–10 ratio for each of the 10
outer folds. For each outer fold, the training set was further split
into training and testing in order to select the best features using
the information gain [15] criterion, as well as tune the cost-
hyperparameter of the SVM algorithm. The inner fold models were
trained and the average accuracy for each inner fold set was
computed. The same models were then evaluated on the test set of
the outer folds. Based on this evaluation scheme, the best model
was determined as the least overfitted one, namely, where the
inner fold test accuracy value and the outer fold test accuracy value
were most comparable. The final model, with 87.1% average inner
fold test accuracy (Precision = 0.819, Recall = 0.62, F1 = 0.634, MCC =
0.613) and 86.4% average outer fold test accuracy (Precision = 0.975,
Recall = 0.467, F1 = 0.620, MCC = 0.623), was selected. The risk level
for a contact offense is judged determined on the model’s
predicted probabilities for “show” vs “no-show”.

Ideally, machine learning approaches would use a large amount
of data to detect patterns of conversation between contact-driven
and fantasy-driven offenders. The state of the art techniques that
exist today are capable of comparing conversations based on
deep level analyses that detect some of the meaning of the
underlying text, as opposed to capturing shallow parameters, such
a particular words, phrases, or syntactic constraints. However,
even with limited data, it is possible to use supervised methods
that differentiate between several groups of participants’ speech,
such as decoys (i.e., adults who pretend to be minors) vs. minors
as they talk to real offenders, or contact-driven vs. fantasy-driven
offenders in conversations with actual minors. The accuracy
results are based on a relatively small sample and thus it is hard to
give numbers that would generalize to a larger sample for various
geographic locations, gender, and age; however, they are signi-
ficantly above a baseline of random selection.

Finally, some offenders are aware of the capabilities of com-
putational systems that are used to identify them, and they
attempt to outwit the technology by combining words or mis-
spelling them. This is done in such a way that a human can still
understand the meaning of the text, based on – most of the time –

similar pronunciation between the written text and regular words.
The use of characters instead of regular words in classification
ensures that Chat Analysis Triage Tool is not affected by such
anomalies. In conclusion, we envision CATT assisting the law
enforcement community in several ways. The existing algorithms
allow an identification of a risk level, leading to a triage mechanism
for prioritizing child sexual solicitation cases with a higher risk
level for contact offending. When internet sex offenders contact
children online, they often contact multiple children, referred to as
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“spray and prey” [16]. By prioritizing those cases involving contact
offenders, police officers could prevent offenders from meeting
children with whom they are already speaking with, since as
mentioned before, most offenders communicate with multiple
victims at the same time. In addition, CATT may serve as an
educational tool for under cover law enforcement investigating
child sexual solicitation cases. Finally, CATT is capable of proces-
sing large amounts of data, including thousands of lines of text, in a
matter of seconds – much faster than the time it would take for law
enforcement to process and examine the data manually. Overall,
the research team continues to work with law enforcement to
obtain more real-world cases involving chats between minors and
child sex offenders, as well as building additional modules in CATT
that will examine other features of interest to law enforcement
working internet crimes against children.
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