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Abstract
Recent works in Second Language Acquisition Literature and
Corpus Linguistics have shown the interference of a person’s
first language (L1) when they process words in a new language.
In this work, we build on the findings in two recent studies that
explore the various differences in the lexico-semantic models
of a person’s L1 and L2 (English in their case), and test their
hypotheses within the framework of two popular word vector
models. This test is carried out by extracting erroneous con-
tent word errors from an annotated corpus of essays written by
learners of English who belong to 16 different first languages.
Specifically, we compare the vectors representations of the in-
correct and correct-replacement word pairs in English as well
as in the person’s first language and find a moderate correlation
between L1 and English. Additionally, we find certain incon-
sistencies between the two word embedding models when ob-
served under the radar of language typology, suggesting new
avenues for future work.
Keywords: L1 influence on L2; Natural Language Processing;
Semantic Overlaps between L1 and L2

Introduction
While writing in a non-native language, people often make
wrong word choices. For example, French speakers often use
scene in place of stage when writing in English. Observations
such as these are often a result of a transfer of properties from
the speakers Native Language (L1) during their Second Lan-
guage (L2) acquisition. In this paper, we investigate whether
models for distributed representations of words capture this
transfer of L1 semantic knowledge based on the errors made
by learners of English; and if they do, whether the observa-
tions are similar to results from previously conducted experi-
ments.

Patterns of lexical choice in content produced by non-
native speakers have been widely studied by Second Lan-
guage Acquisition (SLA) and Natural Language Processing
(NLP) researchers. It has been shown that a person’s native
language L1 influences their L2 acquisition in morphological,
phonological, syntactical and semantic aspects (Groot, 1992;
Koda, 1993; De Groot & Keijzer, 2000; Hopman, Thomp-
son, Austerweil, & Lupyan, 2018). The semantic influence
of L1 over L2 has been studied by SLA researchers in be-
havioral studies (Prior, MacWhinney, & Kroll, 2007; Degani
& Tokowicz, 2010; Bracken, Degani, Eddington, & Tokow-
icz, 2017) as well as corpus analysis (Gilquin, Granger, et al.,
2011). Within NLP, errors in lexical choice have been ana-
lyzed based on their detection or correction (Ng et al., 2014;
Rozovskaya & Roth, 2010, 2011; Chang, Chang, Chen, &
Liou, 2008; Futagi, Deane, Chodorow, & Tetreault, 2008;
Dahlmeier & Ng, 2011).

Word Choice by Second Language Acquisition
Research
Degani and Tokowicz (2010) found that translation ambigu-
ity occurs when there is an indirect mapping between trans-
lations of a word. Earlier works in SLA have highlighted the
role of cross-lingual translation and semantic ambiguity in L2
acquisition. In an experiment with word translations from 40
English and Spanish bilinguals, Prior et al. (2007) found that
the overlap between the words across the two languages was
highly correlated with the translation choices made by the
bilinguals. This was further confirmed by Boada, Sánchez-
Casas, Gavilán, Garcı́a-Albea, and Tokowicz (2013), where
the presence of translation ambiguity proved to be challeng-
ing to recognize words for Spanish and Catalan bilinguals, as
compared to when words only had one translation in the L2.
A more recent study by Bracken et al. (2017) introduced a
new metric known as Translation Semantic Variability (TSV)
that measures the meaning similarity between translations,
as conducted by participants who were trained to translate
German-English word pairs. The TSV was found to be a
predictor in measuring the learning of translation-ambiguous
German words, i.e., the accuracy of learning fell when the
relatedness between the German and English word was low
(Bracken et al., 2017), further highlighting the importance of
ambiguity in early acquisition of an L2.

Word Choice in Corpus Analysis
The influence of L1 on errors in lexical choice in learner cor-
pora has been studied based on functional words as well as
combinations of content words. Rozovskaya and Roth (2010,
2011) improved on correcting errors in preposition usage
made by learners of English by inducing error-probabilities
made by learners in their L1 from external corpora. Siyanova
and Schmidt (Siyanova & Schmitt, 2008) showed that learn-
ing of content word combinations and collocations has also
been shown to be a challenging task for non-native speakers
of English. Chang et al. (2008) introduced a system to de-
tect and correct mis-collocations of words in English content
produced by Chinese speakers. Their system benefited from
consulting parallel English-Chinese collocation dictionaries.

More recently, Kochmar and Shutova (2016, 2017) ana-
lyzed the L1 effects on L2 semantic knowledge using three
types of content word combinations (Adjective-Noun, Verb-
Direct Object, and Subject-Verb). They addressed L2 acqui-
sition across a spectrum of proficiency, as well as within dif-



ferent language families of the learner L1s. We are interested
in three hypotheses (out of five) that were tested in these pa-
pers: (1) L1 lexico-semantic models influence lexical choice
in L2; (2) L1 lexico-semantic models are portable to other ty-
pologically similar languages; (3) typological similarity be-
tween L1 and L2 facilitates semantic acquisition of knowl-
edge in L2. For hypothesis (1), it was found that semantic
models of lexical choice derived from a learners L1 helped in
improving error detection in the content word combinations.
This improvement was also observed in the case of errors
made by learners belonging to typologically similar L1s, as
hypothesized by (2). Additionally, within language typology
(hypothesis (3)), lexical distributions of content word combi-
nations were found to be closer to native English for distant
L1s, as compared to closer L1s. This contradicted the authors
original assumptions that Germanic L1s would be closest to
Native English. In particular, their experiment showed that
the lexical distributions of Romance L1s and Asian L1s were
closer to that of Native English, as compared to that of Ger-
manic L1s. The authors speculated that this result was due to
(1) the usage of prefabricated word combinations by speak-
ers of typologically different L1s, which makes their distri-
bution more native-like, and (2) the adventurous experimen-
tation carried out by proficient speakers, especially observed
among those that speak languages closer to English, where
new (although incorrect) expressions are created.

Word Embeddings
Recent research within NLP has seen the emergence of neural
network-based models of distributed word representations,
also called word embeddings. Neural word embeddings were
first introduced by Bengio, Ducharme, Vincent, and Jauvin
(2003) and, after their reemergence due to the popularity of
word2vec (Mikolov, Chen, Corrado, & Dean, 2013), have be-
come an integral part of NLP research (Bojanowski, Grave,
Joulin, & Mikolov, 2016). These word representations have
found to capture semantic information of words by treating
words as multi-dimensional vectors, such that words with
similar contexts have similar vectors. Recent development
in the intrinsic evaluation of these embeddings have high-
lighted their competent performance in comparison to human
judgments. Specifically, word embeddings have achieved
high correlation to humans in tasks involving the judgment
of semantic similarity and relatedness between words such
as WS-353 (Finkelstein et al., 2002), MEN (Bruni, Boleda,
Baroni, & Tran, 2012), SimLex-999 (Hill, Reichart, & Ko-
rhonen, 2015). Word embeddings also exhibit the capability
to solve verbal analogies, for example, king - man + woman
= queen, which has attracted the attention of the Cognitive
Science community. A recent study (Chen, Peterson, & Grif-
fiths, 2017) analyzed two popular word embedding models,
GloVe (Pennington, Socher, & Manning, 2014) and word2vec
(Mikolov et al., 2013), as accounts of analogy to evaluate
their performance in a relational similarity task. Chen et al.
(2017) showed that the models capture certain forms of sim-
ilarities more than others. Word embeddings have been used

in SLA literature as well. Word embedding based similar-
ity measures were successful in predicting L2 word learning
accuracy (Hopman et al., 2018). Vector representations of
words have been successful in improving error detection on
learner corpus of essays (Kochmar & Shutova, 2016). Since
word embedding models have been shown to capture cer-
tain semantic properties observed in language, we explore
whether they capture patterns that were found by earlier work
in the analysis of content word errors made by learners of En-
glish. Specifically, we explore the relationship of word errors
in L2 and the learners L1 using distributed representations of
words, following Kochmar and Shutova (2016, 2017). We are
interested in the following questions:

1. Do distributed representations of words reflect L1 influ-
ence on learner English error words?

2. Does distributed representation of learner English error
words exhibit similar relationships between typologically
similar languages?

In order to approximate the extent of influence of L1,
as represented by word embeddings, we take the incorrect-
correct pairs in their present state (English), and compare
them with their translated form in the learners’ first language
(L1). The influence is approximated by correlation between
the closeness of the incorrect and correct words in each of
the languages embedding spaces, i.e., a positive correlation
might indicate some signal showing influence of L1 on the
errors made in English. We compute the closeness of the in-
correct and correct words based on their vector space neigh-
borhood. Given the various word vectors, cosine similari-
ties offer a good way to calculate a word’s nearest neighbors,
these represent words that are most related to the word (Hill
et al., 2015). We assume that the closer two neighbors are
in the L1 space, the easier they are to confuse in a typologi-
cally close L2 space. We introduce a metric that measures the
closeness and using correlation between the closeness in L1
and L2, approximate a possible influence.

Methodology
In order to answer the questions presented above, we use an
error annotated corpus where the errors are made by peo-
ple whose native language is different from English. We use
the Cambridge - First Certification in English (FCE) corpus
(Yannakoudakis, Briscoe, & Medlock, 2011) which is a small
subset of the Cambridge Learner Corpus (Nicholls, 2003).
The FCE examination falls under the B2 proficiency cate-
gory of the Common European Framework of Reference for
Languages (CEFR). In the CEFR framework, language profi-
ciency is organized in 6 categories, ranging from A1 (lowest)
to C2 (highest). The FCE corpus contains error annotated
short essay responses by learners of English taking the First
Certification in English examination. There are 16 different
L1 backgrounds represented in the 2488 different short es-
says. The errors in the corpus are annotated, including the
linguistic information such as the type of error and the part



of speech involved in the correction, as well as the correct re-
placement. The annotation follows the scheme provided by
(Nicholls, 2003). We chose this corpus because it is the only
freely available corpus for learner English with error annota-
tions and suggested replacements.

We only consider the annotations involving a replacement
of a content word. Based on the annotation scheme, the
replacement category for content word errors have been la-
belled as RX where X indicates the part of speech of the word
in that context. For the purposes of this research, only Nouns
(N), Adjectives (J), Verbs (V), and Adverbs (Y) have been
considered as content words. Furthermore, we ignore the se-
mantic errors containing multi-word expressions or phrases,
or errors counted as replacements but also containing mis-
spellings. The incorrect-correct content word pairs were ex-
tracted based on the given criteria, resulting in a total of 5521
cases of incorrect usage of a content word, and its replace-
ment.

Translation of Error Pairs into L1
Since each of the essays contained learners L1, the extracted
incorrect words as well as the corrected words suggested by
annotation we will refer to then as incorrect and correct word
pairs were translated from English (L2) into the learners
L1 using the Microsoft Azure Text Translator API. This was
used in place of the widely used (for instance, in Hopman et
al. (2018)) off-the-shelf Google Cloud Translator API, since
the latter only provides one-to-one word translations, with-
out providing much choice about the part of speech, or the
confidence with which it predicts a certain translation, both
of which were available in the Azure API. Translations that
resulted in word utterances rather than a single word, as well
as errors made by Dutch L1 speakers (only 5 cases) were dis-
carded, resulting in a total of 4932 incorrect and correct word
pairs (known as L1 and L2 pairs respectively, hereafter). Ta-
ble 1 describes the number of semantic error cases for the
various L1s used in the experiment.

Table 1: Number of Error Cases per language (L1).

L1 n L1 n

Spanish 796 German 285
French 794 Portuguese 284
Greek 353 Turkish 272
Russian 340 Japanese 192
Italian 335 Korean 185
Catalan 325 Thai 122
Chinese (Simplified) 310 Swedish 44
Polish 295

Distributed Representation of Words
Word embeddings provide mapping between words and their
vectors in a multi-dimensional space, such that the semantic
properties of the words are preserved. Since our final selec-
tion consists of content word-based errors and has a multilin-

gual element to it, we use embeddings trained on corpora in
multiple languages. Moreover, we compare different models
that were produced using different parameters and different
corpora. Specifically, we use:

1. polyglot: a word representation with embeddings for over
100 languages (Al-Rfou, Perozzi, & Skiena, 2013). This
embedding learns a 64-dimension vector for each word by
scoring the word’s surrounding context, and a corrupted
context (the selected word swapped out randomly).

2. fasttext: a word representation with embeddings for over
100 languages (Bojanowski et. al, 2016). In fasttext, each
word vector is composed by summing up vectors of the
subwords of the word (specifically, 3-6 character ngrams)
and is trained using skipgrams along with negative sam-
pling.

Error Pair Neighbor Overlap
To measure the differences between the incorrect and correct
word in a given language, the semantic properties of their
vectors in the distributed vector space are taken into account.

Figure 1: Visual Depiction of Computing EPNOs for (i,c)
pairs in English and the person’s L1 (Russian in this case).
The context line is provided along with all the neighbors of
the words.

More formally, given the incorrect-correct word pair, (i,c),
the semantic overlap between i and c is computed. We intro-
duced the Error Pair Neighbor Overlap (EPNO) to quantify
the semantic relatedness between the incorrect word and cor-
rect word in terms of their nearest neighbors in the vector



space, by relying on the idea that if the two words have a high
semantic overlap, they will have related neighboring vectors.
Mathematically, the EPNO for words i and c in language L is
computed as:

EPNOL(i,c) =
1
2k

[ ∑
c′∈NNL

k (c)

cos(i,c′)+ ∑
i′∈NNL

k (i)

cos(c, i′)]

(1)
where NNL

k (x) is a set of k nearest neighbors for word x in
vector space for language L, and cos(x,y) is the cosine sim-
ilarity between vectors x and y. For our experiments, k is
kept as 10. While cosine similarity shows a direct similarity
between two vectors, EPNO computes the degree to which
a given word (x) is related to words that are most similar to
the second word (y),and vice-versa. Figure 1 shows a visual
example of an error made by a native speaker of Russian,
where EPNO values are calculated for statement (incorrect)
and opinion (correct replacement) as well as for their respec-
tive Russian translations. The nearest neighbors, along with
a context where the incorrect word occurs, are also provided
for both cases.
Research Question 1
The first question that we would like to explore is: Whether
distributed representations of words reflect L1 influence on
learner English error words.

Experiment In order to approximate the influence of L1 on
learner errors, EPNO values are computed for the L1 and the
respective translated L2 word pairs over the fasttext as well
as polyglot vector spaces. Japanese L1s were left out of the
polyglot embeddings due to difficulty in feeding the text into
the polyglot package. In order to check whether embeddings
capture the L1 influence on learner English, the Spearman’s
Rank Correlation Statistic (ρ) between the overlaps in English
as well as the L1 pairs was computed. Spearman’s ρ calcu-
lates the monotonic relationship between the two variables. A
significant correlation between the overlaps sustained across
languages would indicate a potential role of L1 in influencing
errors made by the learner. To test the significance for ρ for
different languages, the p-values are computed along with the
95% bootstrap confidence intervals over 1000 resamples for
each language. The resulting correlation estimates between
the overlaps along with their p-values are shown in Table 2,
while the bootstrap confidence intervals are shown in Figure
2.

Results As can be seen from Table 2 and Figure 2, the fast-
text and polyglot EPNOs between L1 and English incorrect-
correct word pairs have a moderately positive Spearman’s ρ.
In the case of Polyglot, errors committed by learners who
speak Thai had a non-significant negative correlation, the rest
(apart from Japanese L1) showed a significant correlation es-
timate between L1 and English. All languages within fasttext
had significant positive correlations overall (p < 10−3).

Discussion The results demonstrate a significant positive
relationship between the EPNOs of error word pairs in En-

Table 2: Spearman’s ρ between L1 and L2 overlaps in the
error word pairs for fasttext and polyglot embeddings.

L1 fasttext polyglot

Catalan 0.403 (<.001) 0.312 (<.001)
Chinese (Simplified) 0.588 (<.001) 0.322 (<.001)
French 0.477 (<.001) 0.373 (<.001)
German 0.505 (<.001) 0.384 (<.001)
Greek 0.489 (<.001) 0.351 (<.001)
Italian 0.565 (<.001) 0.355 (<.001)
Japanese 0.457 (<.001) NA
Korean 0.366 (<.001) 0.281 (<.001)
Polish 0.546 (<.001) 0.356 (<.001)
Portuguese 0.543 (<.001) 0.369 (<.001)
Russian 0.552 (<.001) 0.129 (.025)
Spanish 0.539 (<.001) 0.351 (<.001)
Swedish 0.573 (<.001) 0.516 (<.001)
Thai 0.373 (<.001) 0.006 (.953)
Turkish 0.492 (<.001) 0.369 (<.001)
Note: Correlation Estimates and p values are listed as
estimate (p-value)

glish and the learners L1 for almost all languages, with the
exceptions of Thai (non-significant) and Japanese (not in-
cluded) in the case of Polyglot. A significant positive cor-
relation shows that the incorrect-correct word pairs that are
highly overlapping with each other in a person’s L1 also
highly overlap in English, indicating equal strength between
the similarities in L1 and L2. These observations are consis-
tent with findings reported by Kochmar and Shutova (2016),
where L2 error detection accuracy improved when L1 lexico-
semantic models were used as predictors, where their model
showed improvement in differentiating error words from cor-
rectly used ones.

Figure 2: Spearman’s ρ estimates of EPNOs computed for L1
and English incorrect-correct word pairs.



Research Question 2
The second question that we explore is: Whether the simi-
larity between semantic information of English and typologi-
cally closer L1s can be captured by fasttext and Polyglot.

Experiment In this analysis, the same initial assumption
made by Kochmar and Shutova (2017) was followed, i.e.,
L1s belonging to the same typological family will have simi-
lar EPNOs. For example, Germanic L1s should be closest to
English based on their EPNO. The closeness with English is
measured by the difference between the L1 and the English
EPNO values computed for the fasttext and polyglot spaces.
Based on our corpus, five groups of languages are consid-
ered: Germanic, Romance, Asian, Slavic, and an Other cate-
gory to store the rest of the L1s. While we report the results,
we will discard the Other category in the analysis since this
combination is linguistically meaningless. The L1-English
EPNO differences are computed as average differences over
1000 random samples (with replacement) within each group
for 10,000 iterations. The notations d f asttext and dPolyglot de-
note these differences. Then, a one-way ANOVA is carried
out to test for significance between the group L1-English dif-
ferences. Table 3 lists the various languages covered in each
group and their EPNO differences with English.

Results Table 3 reveals that for fasttext, the Asian family
of languages in the corpus had the least difference between
the EPNO values, followed by Slavic, Romance, and finally
the Germanic. In contrast, for polyglot the differences ob-
served for Germanic were the lowest, followed by Romance,
Asian, and finally the Slavic. From the ANOVA results, the
group L1-English differences were found to be significantly
different from each other for both fasttext (F(4, 49995) =
16539, p < 2×10−16), and polyglot (F(4, 49995) = 128751,
p < 2× 10−16). A post-hoc Tukey HSD test revealed sta-
tistically significant pairwise difference between each of the
groups except those with Slavic (p = 0.131).

Discussion The results observed in Table 3 reveal contrast-
ing (although statistically significant) observations between
differences in overlaps computed in fasttext and Polyglot.
Based on the typology of languages, English falls under the
Germanic family. However, the difference in the overlaps be-
tween the error pairs of Germanic L1s and English is the high-
est when computed for fasttext, with the least being the Asian
L1s. In case of differences observed in the polyglot space,
the opposite observation is made. The observations made
in fasttext align with the findings of Kochmar and Shutova
(2017), where Asian L1s were found to be closest to English
in case of certain word pairs in the B2 proficiency category
(same as our corpus), while Germanic L1s were found to be
the farthest. On the other hand, the polyglot differences be-
tween L1 and English aligned with the initial assumptions
made by Kochmar and Shutova (2017). The inconsisten-
cies between fasttext and polyglot can be attributed to several
factors. First, their dimension size and vocabulary: fasttext
contains 300 dimensional vectors and an average vocabulary

Table 3: Differences between L1 and English EPNOs for each
Language Family in the Corpus.

Group Languages dfasttext dPolyglot

Germanic German 0.135 0.184Swedish

Romance

Spanish

0.129 0.188
Catalan
Italian
French

Portuguese

Slavic Russian 0.127 0.226Polish

Asian

Chinese

0.123 0.217Japanese*

Korean
Thai

Other Turkish 0.128 0.195Greek
* Japanese was ignored in the analysis of Polyglot.
The bold formatted values highlight the minimum
value in the respective column.

size is in the order of 10 million, while polyglot has 64 di-
mensional vectors with an average vocabulary size between
10,000 to 100,000. The difference in vocabulary size may
dictate the choice in the neighbors for each overlap compu-
tation. Second, the nearest neighbors: fasttext incorporates
the usage of subwords in its training along with the context
of the words themselves, while polyglot follows only the con-
textual route. For example, the word almost has the follow-
ing neighbors in fasttext: nearly, practically, virtually, alm-
sot, Almost, amost, alsmost, alomst, damn-near, pretty-much;
while in Polyglot: nearly, once, roughly, just, equally, vir-
tually, somewhat, less, absolutely, slightly. The neighbors
in fasttext could contribute to the noise while measuring the
overlaps, thus distorting the results.

Conclusion
By analyzing content word errors in a corpus of learner En-
glish using two different word embedding models, we found
(1) a significantly positive relationship between the error
words in a learner’s L1 and English, and that (2) while fast-
text vector spaces emulate the results reported by Kochmar
and Shutova (2016), the polyglot vector spaces are consistent
with their initial assumptions. We speculate that the incon-
sistencies between fasttext and polyglot could be attributed
to their inherent differences, namely: the dimensionality and
vocabulary size, resulting in nearest neighbor choices. Due to
the small size of the corpus, we unable to analyze the specific
relationships within the different parts of speech used in the
content word set, which could shed more light on the differ-
ences between the two embedding models.
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