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Abstract—In an increasingly computer-mediated world, it is
easier to start conversations with people online, making it
convenient to build trust with people based on their online
persona. This encourages people with malevolent intentions to
take advantage of trustful youngsters by means of various
internet-based messaging platforms and subsequently inflicting
harm to people below the legal age if a physical meeting is
arranged. While previous research has prioritized the automatic
identification of online solicitors by means of analyzing online
chat conversations, little work has been done in terms of studying
the conversational features of chats involving fantasy-driven and
contact-driven online solicitors. This study focuses on 271 con-
versations extracted from Perverted-Justice, an online repository
of chats between a predator and a volunteer pretending to be
underage and presents results from training a model to triage
between fantasy and contact-driven online solicitors.

Index Terms—Online Predator Identification, Machine Learn-
ing, Natural Language Processing

I. INTRODUCTION

In 2013, Sweetie, a virtual agent who mimicked the ap-

pearance of a 10 year old girl, was used by researchers to

communicate with individuals interested in webcam child-

sex [1]. While Sweetie was only live for 10 weeks, over

1,000 predators provided enough information to Sweetie to

be personally identified, and the information was passed on to

Interpol. Though the Sweetie sting was considered a success,

the agent still required a human to guide the conversation with

the solicitor behind the scene. An autonomous multi-agent

system that incorporates behavioral modeling, biometrics, and

image analysis as inputs can greatly aid the movement towards

a safer Internet experience. Such a tool will also help law

enforcement who struggle to keep up with the large case loads

of sexual solicitation [2].

The authors are currently developing a tool which will be

used to model solicitor behavior online, with the goals of (1)

understanding behavioral characteristics necessary for triage

of physical meetings and (2) mimicking behavior of minors

online to proactively identify solicitors in social media [3].

This paper presents a study encompassing the textual inputs

from internet conversations involving online solicitors and

examines the various behavioral and lexical features for the

purpose of modelling solicitor behavior. Information gleaned

from this analysis will be incorporated as one component in the

multi-agent system described above. The presented research

lies at the intersection of Humans and Computational Agents.

In 2017 alone, the National Center for Missing and Ex-

ploited Children (NCMEC) reports 10.2 million instances of

suspected child exploitation [4]. Furthermore, researchers have

noted this area suffers from under-reporting [5], [6]. Less

is known about the incidence of online sexual solicitation

specifically, however NCMEC labeled the goals of 3,592 of

the offenders reported to the organization in 2017 and found

32% of offenders wanted to meet a child for sexual purposes

and eight percent wanted to engage in cybersex with a child

[4].

Online sexual solicitation is defined as the pursuit of an

under-aged individual, by an adult, for sexual gratification

in either the digital or physical domain [7]. Researchers

further divide online sexual solicitors into fantasy-driven and

contact-driven categories based on the solicitor’s primary goal

during an interaction with a child [2], [8], [9]. Contact-driven

sexual solicitors seek to meet a minor in person for sexual

purposes while fantasy-driven sexual solicitors seek to engage

in cybersex with a minor [2], [8].

There are several works that exist in the domain of identify-

ing sexual solicitors and the grooming stages prevalent in on-

line conversations using behavioral and lexical features. These

features are either manually [10], [11] or automatically derived

either using Linguistic Inquiry Word Count (LIWC) [2], [11]–

[14] or word/character n-grams [15]–[18] . While these works

address the identification of predation, or grooming, little

work exists on presenting automatic triage into fantasy and

contact goals of the offenders. It stands to reason, then, the

methods previously used to identify differences between non-

offenders and offenders might also be useful in differentiating

the offenders by goal (fantasy or contact) as well.

This study seeks to address this gap in research by ex-

amining behavioral and linguistic features used in previous

studies on identify online sexual solicitation for the automatic

identification of contact-driven and fantasy-driven sexual solic-

itors. Specifically, the authors are using the behavioral features
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identified in the reference [15], as well as exploring all 93

categories (for previously reported categories see [2], [11]–

[14]).

In order to identify salient features and salient feature

categories (behavioral, LIWC, and n-grams) the authors use

the forward selection technique [19]. The following LIWC cat-

egories will be present within the final model: pronouns, sexual

words, body words, positive emotion words, and negative emo-

tion words. Adding word unigrams, word bigrams, character

bigrams, and character trigrams will improve identification,

as in previous work on solicitation [16], [18], [20]. Finally,

the authors hypothesize the ratio of lines within the chat will

contribute to the model, as researchers have found that contact

offenders are more likely to engage in self-disclosures which

involves the mutual exchange of personal information between

both solicitor and victim [2].

The remainder of the paper is divided into the background,

methodology, data analysis, and conclusion. In the background

section, the authors describe the feature categories and algo-

rithms used in previous studies on automatically identifying

sexual solicitors in general. The authors then relate these

studies to the ways in which researchers believe fantasy and

contact-driven offenders may differ. In the methodology sec-

tion, corpus creation, re-sampling data, and feature selection

are discussed. In the data analysis section, the results are

presented and discussed. In the conclusion, closing remarks

are made and limitations are summarized.

II. BACKGROUND

To the best of our knowledge, little to no work has pursued

the problem of the automatic triage or risk assessment of

contact-driven sexual solicitors versus fantasy-driven sexual

solicitors. The following review of background literature re-

volves around methods and features previously used in studies

to identify conversations with sexual solicitors and character-

istics which have been found to differ between contact-driven

solicitors and fantasy-driven solicitors.

A. Identification of Online Sexual Solicitors and Grooming

Research on automatic identification of sexual solicitors has

focused on labeling conversations which contain an offender

and on differentiating between offenders, decoys, and children

[3], [20]–[22].

Current methods of detecting online sexual solicitors, or the

grooming stages in which they engage, revolve around the use

of machine learning (generally logistic regression [23], support

vector machines (SVM) [20], [24], [25], or neural networks

[22], [26]) in combination with lexical and chat-based features

[11], [15], [20], [22]. The reference [13] used the Language

Inquiry Word Count (LIWC) tool to investigate the different

stages of the grooming process throughout a conversation

between decoys and sexual solicitors. The reference [12] used

the Perverted Justice (PJ) chat corpus along with the LIWC

tool to differentiate offenders and decoys on the use of sexual

words, word usage, and clout. In another study, the authors

used the PAN 2012 dataset [27] along with convolutional

neural networks (CNN) in order to categorize chats with

sexual solicitors from non-sexual solicitor chat conversations

[22]. The paper used the F1-score as the feature selection

criteria and Matthews Correlation Coefficient (MCC) [28] as a

measure of success. Additionally, authors have found models

trained outside of the domain were not able to represent the

vocabulary in the chats [22]. Another paper [21] was able to

differentiate chats containing solicitors from chats without so-

licitors using nave bayes networks along with features related

to stylometry and linguistic features related to emotions, and

family. The authors were able to achieve 94% accuracy with

linguistic and stylometric features [21].

Each of these studies provides a unique view of the solicitor

versus non-solicitor problem. However, none of these studies

have approached the problem of the automatic triage of the

various groups within the solicitor hierarchy.

B. Differences Between Contact-Driven and Fantasy-Driven
Solicitors

Contact-driven sexual solicitors seek to converse with a

child online with the goal of meeting the child in person for

sexual purposes [2], [8]. Fantasy-driven sexual solicitors seek

to engage in cybersex with a minor. While a fantasy-driven

offender may discuss a physical meeting with a child, the

fantasy-driven offender will not show up for a meeting [2],

[8].

Previous works have suggested contact-driven and fantasy-

driven offenders differ in several meaningful ways including

demographics, deviant sexual interests, and chat progression

[29], [30]. Fantasy offenders tend to be younger than contact-

driven offenders. Fantasy offenders also appear to have more

sexually deviant interests than contact-driven offenders [30].

Furthermore, fantasy-driven offenders declare their intent early

on in a conversation with a victim [5]. Solicitors differ in their

use of language in chats as well. The reference [2] reports

contact offenders are more likely than fantasy offenders to

use self-disclosure techniques related to emotion words and

first-person pronouns. The authors also report self-disclosure

messages were matched by self-disclosure messages of the

adolescent [2]. Another study finds sexual solicitation offend-

ers differ greatly in usage of sexual words [12]. The reference

[31] finds the two groups differed significantly on discussions

of adult sexual relationships. When the reference [32] used

a different but related typology that grouped solicitors into

cybersex-only, schedulers, cybersex/schedulers, and buyers,

the authors found associations between offender type and

cancellation of meetings and offender type and likelihood of

mention child-specific and incest themes.

Finally, fantasy-driven solicitors have fewer criminogenic

behaviors than other forms of sexual offenders, include

contact-driven solicitors [33]. Additionally, contact-driven of-

fenders are more likely than fantasy-driven offenders to re-

offend [34]. As such, contact-driven offenders appear to pose

a larger threat to children.

While researchers have identified several factors which

appear to distinguish the two groups of solicitors, most of
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TABLE I
FEATURE AND CATEGORY SELECTION

Feature Category Description

Message Ratio Behavioral Ratio of message count of solicitor:decoy
Word Ratio Behavioral Ratio of words used solicitor:decoy
Max Streaks Behavioral Maximum number of repeated messages by a user in the conversation
Mean Streaks Behavioral Average number of repeated messages by a user in the conversation
Question Count Behavioral Number of messages that are questions

LIWC buckets Lexical Percentage of each words that matches either of the LIWC categories
Word Unigrams Lexical tf-idf of words in the conversation (top 1000)
Word Bigrams Lexical tf-idf of bigrams in the conversation (top 1000)
Character Bigrams Lexical tf-idf of character bigrams in the conversation (top 100)
Character Trigrams Lexical tf-idf of character trigrams in the conversation (top 100)

the studies are small. Additionally, the studies which exist on

fantasy-driven and contact-driven solicitors do not focus on

automatic prediction of whether or not a solicitor will show

up to meet a child.

III. METHODOLOGY

A. Corpus Selection

The corpus chosen for this analysis was the Perverted

Justice (PJ) corpus of conversations between online sexual

solicitors and adult volunteer decoys [35].

The PJ corpus comes from the non-profit organization

Perverted Justice Foundation Inc. Volunteers at PJ are trained

to imitate children and act as decoys in chat conversations with

individuals soliciting minors for sex [35]. Often, the volunteers

are overseen by members of Law Enforcement and, once the

suspect is prosecuted or the case is abandoned, the transcripts

of all chat conversations occurring with an offender are posted

on the PJ website. The conversations start in regional chat

rooms and transition into private means of communication

(text messages, video chats, email, etc).

At the time of this writing, the PJ corpus contained 623

chat conversations in total, occurring as early as 2004. The

PAN 2012 corpus uses a subset of the PJ corpus along with

non-offender chats. Law enforcement corpora vary in size but

are generally smaller than the PJ corpus and are more difficult

to acquire due to the sensitive nature of the domain.

Both PAN [27] and PJ [12], [36] were used within previous

literature. However, chats were pulled directly from PJ instead

of PAN because the current study focused on identifying dif-

ferences between offenders - conversations outside of offender

conversations were superfluous and outside of the scope of this

work.

Due to inconsistent formatting on the PJ website, only 379

chats were extracted along with the summaries and annotations

created by the decoy for the purposes of this study. The authors

then manually labeled the chats into fantasy-driven, contact-

driven, or unknown based on certain criteria as described.

Fantasy-driven individuals were categorized by the motivation

of engaging in cybersex and not meeting in-person [8]. As

such, the authors labeled a chat as fantasy-driven if the chat

met one of the following conditions:

• The decoy stated the offender did not show up in the

decoys summary.

• The decoy stated the chat was terminated early (either by

the decoy or the solicitor).

• There was no evidence in the chat showing that the

offender was leaving to meet the decoy.

The authors labeled a chat as contact-driven if the chat met

one of the following conditions:

• The decoy stated the offender did show up in the sum-

mary.

• There was evidence in the chat showing the offender was

leaving to meet the decoy.

Of the 379 chats the authors examined, 109 chats were

labeled as unknown and were not used in the study. 59 chats

were labeled as fantasy-driven and 212 chats were labeled as

contact-driven, resulting in a corpus of 271 offender chats with

a 21:79 split between classes. While small, the dataset was

consistent with corpora within the sexual solicitation domain

[13], [32], [33]. Additionally, the imbalanced nature of the

data was consistent with the reference [36] who found the

majority of their Perverted Justice corpus contained contact-

driven chats.

B. Feature Set Extraction

The authors divided the extracted features into ”Lexical”

and ”Behavioral” as done in studies involving the PAN 2012

corpus [15], [16], [18], [27]. Table I shows the summarized list

and descriptions of the various behavioral and lexical features

chosen in this study.

The authors used the behavioral features prevalent in studies

regarding the detection of sexual solicitation [15]. While

lexical features describe what the author of a message writes,

behavioral features focus on the manner in which the authors

use his/her words [15]. We examined all behavioral features

we found in the literature and removed all time-based features

due to the lack, or inconsistency, of time stamps within the

corpus. Ultimately, the five behavioral features shown in Table

I remained.

To create lexical features, the authors used the Linguistic

Inquiry Word Count (LIWC) tool. The LIWC tool contained

a total of 93 word/stem buckets which are organized by

category. Categories included emotions, linguistic categories
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TABLE II
CROSS-VALIDATED RESULTS IN APPLYING SVM WITH VARIOUS COSTS AND FEATURES

Features SVM cost f1 score MCC

LIWC social + LIWC male 1 0.836 NA
LIWC relativ + mean streaks 10 0.800 -0.086
LIWC verb 100 0.800 -0.086
LIWC I + LIWC hear + LIWC anx 1000 0.727 0.046
LIWC social + LIWC male + word unigrams 1 0.791 NA
LIWC social + LIWC male + word bigrams 1 0.791 NA
LIWC social + LIWC male + character bigrams 1 0.791 NA
LIWC social + LIWC male + character trigrams 1 0.791 NA
LIWC relativ + mean streaks + word unigrams 10 0.776 -0.063
LIWC relativ + mean streaks + word bigrams 10 0.761 -0.090
LIWC relativ + mean streaks + character bigrams 10 0.716 -0.056
LIWC relativ + mean streaks + character trigrams 10 0.746 0.064
LIWC verb + word unigrams 100 0.731 -0.130
LIWC verb + word bigrams 100 0.776 0.066
LIWC verb + character bigrams 100 0.716 -0.056
LIWC verb + character trigrams 100 0.642 -0.144
LIWC I + LIWC hear + LIWC anx + word unigrams 1000 0.746 -0.111
LIWC I + LIWC hear + LIWC anx + word bigrams 1000 0.776 -0.063
LIWC I + LIWC hear + LIWC anx + character bigrams 1000 0.716 -0.056
LIWC I + LIWC hear + LIWC anx + character trigrams 1000 0.612 -0.240

(e.g., pronouns), and psychologically meaningful categories

(e.g., drives). Category names were unique, however the words

in each category were not mutually exclusive. Some words

existed in multiple categories because they were homonyms.

Some other words existed in multiple categories because the

categories formed hierarchies one category could subsume

part or all of another category.

The LIWC tool was chosen because of its support within the

literature for the detection of solicitors versus non-solicitors

[2], [11]–[14]. All 93 of the features within LIWC were

examined due to the wide array of features which authors

had studied in relation to sexual solicitation in general and

to the grooming process. For instance, the reference [13]

mapped 26 categories from LIWC to the various stages of

the grooming process, while the reference [11] used 17. The

study [14] performed a similar analysis in which the authors

analyzed grooming stages. However, the reference [14] used

62 dimensions of LIWC to explore the grooming stages.

Another set of lexical features used were the word unigrams

and bigrams [16], [18], as well as character n-grams [20]

which had previously been successful in detecting sexual

solicitation.

Before creating the features, the corpus had to undergo pre-

processing. Annotations which had been provided by decoys in

the chats were removed. URLs and emails were also removed

from the corpus, as their existence would likely not affect

LIWC results but would affect the creation of n-grams.

C. Feature Selection

The feature selection methodology chosen for this research

was based on the reference [19]. The authors chose to examine

SVM over neural networks because of the small amount of

data in the corpus. While the reference [22] was successful

in using a CNN for the detection of solicitors, the analysis

was done on the PAN 2012 dataset which has a large quantity

of negative examples of chats involving two or more non-

predatory conversations. In this study, the authors were only

interested in classifying the types of solicitors instead of differ-

entiating between predatory and non-predatory conversations.

In the reference [19], the authors trained the SVM classifier

on each of the features individually, using error-rate as a

measure of performance. The top three features were used

together as the starting point for forward selection, and each

remaining candidate feature was subsequently examined. In

our study, we examined each of the behavioral and lexical

features individually, using the F1-measure. The feature with

the highest F1 score was selected. Once a feature was selected,

models were incrementally created by the addition of each

of the remaining features individually to the first feature. The

best model of all of the candidate models was selected and the

process repeated with the remaining features. This incremental

feature selection continued until adding additional features no

longer improved the model’s F1 score.

While [19] used 10-fold cross validation, the authors used

five-fold cross validation due to the small size of the corpus.

Additionally, the authors chose the F1-measure over error-

rate for this analysis because a balance between precision

and recall was preferable in real-world application in this

domain as in [22]. Balance of prediction between classes was

important because the authors ultimately wished to use this to

help inform Law Enforcement - it would not be helpful if the

classifier was able to predict one class with high accuracy and

the other with low.

IV. RESULTS AND EVALUATION

The authors sought to determine whether or not the indi-

vidual behavioral or Language Inquiry Word Count (LIWC)

features improved the classification of the solicitors, as in the

reference [19]. Forward selection was utilized, with a support
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TABLE III
BEST MODELS BASED ON MCC CRITERION

Model MCC F1
LIWC I + LIWC hear + LIWC anx 0.046 0.727
LIWC relativ + mean streaks + ch trigrams 0.064 0.746
LIWC verb + word bigrams 0.066 0.776

vector machine (SVM), on the behavioral and LIWC features

using various cost values (1, 10, 100, 1000). Multiple cost

values were assessed due to the imbalanced nature of the data,

however the cost values were chosen opportunistically. N-

grams were then added to the final models for each cost value.

The chosen metric for assessing the candidate models was the

F1 score. For evaluation of how the models performed on the

evaluation set, the authors also report each model’s Matthews

Correlation Coefficient (MCC) [28]. The authors chose MCC

as a reporting metric to consider the proportion of each class

of the confusion matrix created upon application of the model

on the evaluation set. The F1 measure and MCC are computed

as follows:

F1 =
2TP

2TP + FN + FP
(1)

MCC =
TP × TN − FP × FN

√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)

(2)

Where TP is the number of True Positive, TN is the number

of True Negatives, FP is the number of False Positives, and

FN is the number of False Negatives.

Table II shows the results of the SVM model using behav-

ioral, LIWC, and n-gram features along with varying costs.

The common features here are the features that gave the

best F1 scores in the forward selection experiment and these

have been augmented by adding character and word level n-

grams. It can be observed that the F1 scores decrease by

adding word and character n-grams, except in the case of the

model with LIWC I, LIWC hear, LIWC anx features, where

it increased in terms of the F1 scores. Augmenting the model

with unigrams also results in better MCC values.

Only three out of the 20 models show positive MCC value,

while the rest show either negative or undefined indicating the

poor performance of this model on imbalanced data, especially

in its ability to detect true negatives (fantasy-driven). The three

models with a positive MCC scores are included in Table III.

While the third model appears to be the best, the MCC value

implies the result is little better than random.

Additionally, from Table II, there is evidence to suggest be-

havioral features may not be effective predictors of whether or

not an individual is contact-driven or fantasy-driven. Though

five behavioral features were examined, mean streaks was the

only behavioral feature to show up in the top models. It is

possible time-based features would have contributed positively,

however we did not have the data to test this. Future work

should focus on identifying the effectiveness of such features.

V. CONCLUSION

This work explores the automatic triage of contact-driven

and fantasy-driven sexual solicitors in online chats with de-

coys. This research has implications for law enforcement,

offender treatment, offender typology, and future research

directions. A model that can successfully utilize conversa-

tional features can be used as a textual component towards

a multi-agent system that triages between fantasy and contact

solicitors.

The ability to triage fantasy-driven and contact-driven sex-

ual solicitation cases could result in earlier apprehension of

individuals who intend to sexually abuse children in person.

Additionally, the triage process may assist in the identification

of individuals who are likely to re-offend.

The authors found LIWC features, word and character n-

grams, and behavioral features were not enough to build

a predictive model for differentiating between fantasy and

contact-driven solicitors. This is an important finding in the

sexual solicitation domain because it suggests the variability

between types of offenders is too nuanced for the features

typically used in solicitation research.

One limitation of this research which may have contributed

to the lack of predictive power is the size of the corpus.

Corpora in the sexual solicitation domain are small and even

more difficult to work with once divided into yet smaller class

subsets. Additionally, like most corpora in the area, the Per-

verted Justice corpora appears to be imbalanced with a higher

proportion of contact-driven offenders. This is unsurprising

considering in 2017 NCMEC found only eight percent of

sexual solicitors wished to engage in cybersex with youths

while 32% desired physical interaction [1].

Though the LIWC features were sparse due to a lack of

data and a large dimensional space, the authors believe lexical

features may not be sufficient to address salient linguistic

components of the text. By only considering LIWC word

categories, the models lose all of the relationships between

words and concepts in the text. Future work should focus on

features which take into account not only word distribution

but semantic context. However, the authors acknowledge the

difficulty of this task given the lack of publicly available data

within the domain.

The labeling of sexual solicitors may also have been a

limitation. The authors chose an approach in which fantasy

and contact solicitation chats are distinct classes. However,

based on the poor performance of the models presented in

the paper and the low MCC values, the authors believe the

fantasy versus contact distinction is likely fuzzy. In future

work, the application of a fuzzy classifier may contribute to
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better performance as well as better examination of features

and their contribution to the membership of a conversation

within each class.
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