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Semantic Priming

Response to stimulus Is faster when 1t I1s preceded
oy a semantically related word as compared to a

semantically unrelated word (McNamara, 2005)
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ERT as a Semantic Priming Subject

Artifacts: Target (T), Related Prime (R), Unrelated Prime (U), Context (C)

Sentence Scenario

The next word Is table..

The next word is airplane.~_ *,

Word Scenario

Low Constraint

Constraint on
[MASK] increases
as the context
becomes more
predictive.
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NATURAL CONTEXT CHOICES

He final
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ly got his [MASK]’s license

and could now fly planes.

Contextual Constraints
e We study BERT's priming behavior under varying levels of predictive constraint on [MASK].
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Priming in BERT
An instance (T, R, U, C) shows priming in BERT

if 1ts Facilitation, F > 0, 1.e., BERT i1s more
surprised to encounter T In a context
preceded by an unrelated word, (U, C), than in
a context preceded by a related word, (R, C).

= Surp(T |U,C)

To what extent
does BERT show
sensitivity to
lexical cues that
cause priming
IN Humans?
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“The last word of this sentence is [MASK].”
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Guiding Question

How does BERT use lexical cues in context to inform word probabilities?

Experimental Dataset
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Effect of contextual constraint on Priming in BERT

How does BERT's facilitation vary with the predictive properties of the context?
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Figure 1: Average Facilitation
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Distraction Effects

e As the constraint Imposed by the context increases, we see more instances in which the
orobability of the target word In presence of the related word i1s In fact less than that In
oresence of an unrelated word.

e We observe that in highly constraining cases the probability of the target word In
oresence of the related word 1s I1n fact also lower than that in an un-primed context.

e |n such cases, the related word acts like a “distractor” rather than a prime.
e We make our criterion for priming more stringent and count an instance as “primed” If:
F>0and P(T|R,C)>P(T| Q).

F>0and

Scenario ® sentence word Criterion == F>0 =~ P(TIR,C)>P(TIC)
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Figure 2: Proportion of instances that show priming under more (dashed) and
less (solid) stringent priming criteria.

Takeaways

e BERT shows priming: BERT is reliably sensitive to single word lexical cues, but this
effect I1s localized to minimally constraining contexts.

e Relationship with Constraint: As the amount of constraint posed on masked token by
the context increases, the information provided to BERT by individual lexical cues
decreases.

e Priming across Lexical Relations: In highly unconstraining contexts, BERT shows robust
oriming behavior for the lexical relations of synonymy, category, and antonymy, than
other relations.

o Primvneg Distraction: In strongly constraining contexts, BERT is increasingly distracted by
related primes, actively demoting the expectation of the target words.
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